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Background
◼ Online machine learning, i.e., the practitioner needs to continuously update 

the ML model during deployment phase

❑ Scenarios: data is too large to be processed at once; or data distribution constantly 

changes.
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Background
◼ Online machine learning, i.e., the practitioner needs to continuously update 

the ML model during deployment phase

❑ Scenarios: data is too large to be processed at once; or data distribution constantly 

changes.

❑ Key components: 

◼ 1) The model update strategy
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(The taxonomy of the update strategy)

◼ 2) The updating set, i.e., the data used to 

perform model update.



Background
◼ Online building load forecasting (Online BLF)

❑ Scenario: data distribution is constantly changing.

The Hong Kong Polytechnic University 4



Background
◼ Online building load forecasting (Online BLF scheme)

❑ Scenarios: data distribution is constantly changing.

❑ The mentioned two key components: 

❑ 1) The model update strategy: the existing online BLF schemes falls into this taxonomy

The Hong Kong Polytechnic University 5

Adaptation

Learning 

mode Retrain Fine-tune

Periodically

Triggered



Background
◼ Online building load forecasting (Online BLF scheme)

❑ Scenarios: data distribution is constantly changing.

❑ The mentioned two key components: 

❑ 1) The model update strategy: the existing online BLF schemes falls into this taxonomy
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• HMM (Trans.Power Syst. 2021)

• LSTM (Applied Energy. 2021)

• SVM (Energy Reports. 2023)

• Ensemble (SUSTAIN ENERGY 

GRIDS. 2021)

• Autoencoder (Applied Energy. 2022)

• RNN (Applied Energy. 2020)

• Random Forest (Sustainability. 2022)

• KNN (Sensors. 2020)

Update strategy: 

weekly retrain is adopted to 

update the SVM-based BLF 

model in COVID-19



Background
◼ Online building load forecasting (Online BLF scheme)

❑ Scenarios: data distribution is constantly changing.

❑ The mentioned two key components: 

❑ 1) The model update strategy: the existing online BLF schemes falls into this taxonomy

❑ 2) The updating set: All these schemes using the latest arrived data to update the ML 

model
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What’s the problem?
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◼ Collected historical data may not reflect the characteristics of the future data 

distribution.
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Motivation
◼ The tested online BLF scheme: LSTM (Applied Energy. 2021)

◼ The deployed Building: a university office building with a two-year length

◼ Experiment settings: 1) 24h ahead forecasting: first year for training + second year for 

deployment; 2) online updating vs frozen model.
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1. Updates can not always 

bring accuracy improvement

2. The model with updates 

even worse than without 

update



Motivation
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Figure 2: Accuracy improved through updates. 

◼ Settings:

❑ The online BLF schemes: from the four groups (different 

update strategy)

❑ Buildings: using a public building dataset covers 500+ 

buildings with different building types, e.g., education, 

residential.

❑ Metrics: A/B testing → “Ineffective update”

◼ Key observation:

❑ 30.6% updates are ineffective

❑ About 12% updates result in “> 10% acc decay” Accounts 

for 30.6%



Potential approach ?
◼ Two directions for enhancing the performance of online BLF

➢ 1) Dynamically modify the ML model’s structure in real time

➢ 2) To generate synthetic data to serve as the updating set, which involves the 

characteristics of the upcoming data stream
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Potential approach ?
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➢ 1) Dynamically modify the ML model’s structure in real time

➢ 2) To generate synthetic data to serve as the updating set, which involves the 

characteristics of the upcoming data stream
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1) The existing 

solutions in building 

scenario are not 

suitable for data 

distribution changes.
2) Directly forecast the 

data stream is 

impractical, especially 

the long period

3) Preparing an 

appropriate update 

set requires manual 

effort and expertise.



Potential approach: AutoDA
◼ Two directions for enhancing the performance of online BLF

➢ 1) Dynamically modify the ML model’s structure in real time

➢ 2) To generate synthetic data to serve as the updating set, which involves the 

characteristics of the upcoming data stream
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Automated data augmentation [1] (AutoDA):

❑ Definition: the task of searching for suitable data augmentation policy

❑ Policy → the choices and orders of the data transformation operations

❑ Real world example: Google self-driving product (Waymo).

❑ The core: the search algorithm as well as the search space

❑ Reinforcement learning (RL) is commonly used where an RNN-based RL 

agent is applied to search the policy.

[1] Tsz-Him Cheung and Dit-Yan Yeung. A Survey of Automated Data Augmentation for Image Classification: Learning to Compose, Mix, 

and Generate. IEEE Transactions on Neural Networks and Learning Systems (2023).



Problem Statement
◼ Online BLF scheme

❑ BLF model sequence of 𝑀1, 𝑀2, … in the deployment phase, and the accuracy of 𝑀𝑗 in its 

time slot is 𝐴𝐶𝐶𝑣𝑎𝑙(𝑀𝑗)

❑ The original updating set 𝐷𝑢𝑝 = 𝑥𝑖 , 𝑦𝑖 𝑖=1
𝑚 is extracted from the observed data stream 𝐷𝑐𝑜𝑙

❑ The update strategy function (designed in the scheme): 𝐹𝑢𝑝: 𝐷𝑢𝑝
𝑗
, 𝑀𝑗 → 𝑀𝑗+1
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Problem Statement
◼ Online BLF scheme

❑ BLF model sequence of 𝑀1,𝑀2, …

❑ The original updating set 𝐷𝑢𝑝 = 𝑥𝑖 , 𝑦𝑖 𝑖=1
𝑚 is extracted from the observed data stream 𝐷𝑐𝑜𝑙

❑ The pre-designed update strategy function in the scheme: 𝐹𝑢𝑝: 𝐷𝑢𝑝
𝑗
, 𝑀𝑗 → 𝑀𝑗+1

❑ The accuracy of a 𝑀𝑗 in its time slot is 𝐴𝐶𝐶𝑣𝑎𝑙(𝑀𝑗)

◼ For each update operation 𝑴𝒋 → 𝑴𝒋+𝟏:

❑ Given the operational BLF model 𝑀𝑗, the update function 𝐹𝑢𝑝, and the observation data 𝐷𝑐𝑜𝑙
𝑗

, 

❑ Then a data augmentation policy 𝜏 transforms the original updating set 𝐷𝑢𝑝
𝑗

to a synthetic 

updating set 𝐷𝜏
𝑗
= 𝜏(𝐷𝑢𝑝

𝑗
), and leads to a high accuracy of the updated model 𝑀𝑗+1

❑ The goal of the AutoDA model is to find the optimal 𝜏∗:
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Solution design
◼ Reinforcement learning (RL) formulation

❑ State

❑ Action & search space

❑ Reward
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Overview: A controller RNN (RL agent) predicts 

a DA policy 𝜏 from the search space. The 

forecasting model is updated to achieve an 

accuracy 𝑅. The reward 𝑅 will be used with the 

policy gradient method to update the controller 

so that it can generate better policies over time.



Solution design
◼ Reinforcement learning (RL) formulation

❑ State: the collected observed data 𝐷𝑐𝑜𝑙
𝑗

◼ the historical data stream (energy consumption 

trace, outdoor temperature, etc.)

◼ the sequential records of the accuracy of BLF
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Solution design
◼ Reinforcement learning formulation

❑ Action: data transformation operators, 

defined as:

(1) the type of transformation 𝑡 ; (2) the magnitude 
with which the operation is applied 𝜆; and (3) the 
probability of applying this operation 𝑝. 

❑ Search space: Time-series transformations 

and the associated magnitude range
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An Example of DA policy 

with two operators



Solution design
◼ Reinforcement learning formulation

❑ Reward: Our objective is to enhance the accuracy of 
the BLF model 𝑀, thus the reward is an improvement in 
the accuracy in the time slot of 𝑀𝑗+1 (i.e., from 

conducting an update on 𝑀𝑗 to the next update).
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Solution design
◼ RL agent design: a controller RNN

◼ One-layer LSTM (with 100 hidden units)

◼ DA policy 𝜏  =  { 𝑎1, ... 𝑎𝑇 } = { 𝑡1, 𝜆1, 𝑝1, ... , 𝑡𝑁, 𝜆𝑁, 𝑝𝑁 }
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Solution design
◼ RL agent design: a controller RNN

◼ One-layer LSTM (with 100 hidden units)

◼ DA policy 𝜏  =  { 𝑎1, ... 𝑎𝑇 } = { 𝑡1, 𝜆1, 𝑝1, ... , 𝑡𝑁, 𝜆𝑁, 𝑝𝑁 }

◼ Challenges

❑ Challenge 1: Representation of the state

❑ Challenge 2: Execution of DA policy for the four 

different types of updating strategies 𝐹𝑢𝑝
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1) the temporal dynamics of the 

observed data stream should be 

extracted 

2) 𝐹𝑢𝑝 in the online BLF schemes have 

varying requirements regarding data 

size and diversity 



Solution design
◼ RL agent design: a controller RNN

◼ One-layer LSTM (with 100 hidden units)

◼ DA policy 𝜏  =  { 𝑎1, ... 𝑎𝑇 } = { 𝑡1, 𝜆1, 𝑝1, ... , 𝑡𝑁, 𝜆𝑁, 𝑝𝑁 }

◼ Challenges

❑ Challenge 1: Representation of the state

❑ Solution 1: temporal convolutional network (TCN)-

based embedding

❑ Challenge 2: Execution of DA policy for the four 

different types of updating strategies

❑ Solution 2: Adaptable data transformation
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RL training

◼ Applying PPO
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AutoDA model adoption
◼ The input features of BLF model:

❑ (1) mechanical features, e.g., history power 

❑ (2) meteorological features, e.g., outdoor 

temperature; 

❑ (3) and time features 

◼ Integrating to the existing online BLF schemes

❑ Little efforts needed to equip an online BLF 

scheme with the proposed AutoDA model.
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(The additional codes needed: 

highlight in red)



Evaluation
◼ Online BLF schemes & Building Datasets

❑ Four online BLF schemes: 𝐵𝐿𝐹1 to 𝐵𝐿𝐹4
❑ 500+ buildings (two-year length)

◼ Metrics

❑ BLF accuracy: CV-RMSE

❑ Online A/B testing metrics: the proportion of the ineffective updates conducted

◼ Baselines:

❑ 1) Generative model: TimeGAN [1], to generates more diverse time-series data. 

❑ 2) Concept drift adaptation method: DDGDA [2], directly forecasts the future data 

distribution.
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[1] Time-series generative adversarial networks, NeurIPS, 2019

[2] DDG-DA: Data Distribution Generation for Predictable Concept Drift Adaptation, AAAI, 2022



Evaluation
◼ Overall performance
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❑ Reduce the ratio of ineffective 

update from 31% to 17%

❑ The accuracy improvement is 29% for the 

tested online BLF schemes. 



Evaluation
◼ Data augmentation policy analysis

❑ Case 1: for BLF scheme 4 (Autoencoder (Applied Energy. 2022)), univariate input feature 

(load)
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Evaluation
◼ Data augmentation policy analysis

❑ Case 2: for BLF scheme 1 (SVM (Energy Reports. 2023)), Two input features (historical 

load + outdoor temperature)
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Summary

The Hong Kong Polytechnic University 29

◼ We investigate the effectiveness of online 

updates in existing online BLF schemes, and 

we show a significant proportion of updates 

have negative effects.

◼ We introduce the framework of AutoDA 

(automated data augmentation), based on 

which to develop a DA model to search the 

suitable data augmentation policies.



Thank you!
Q&A
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